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The Problem

*

> We observe symbol sequences x € [n]* and their probabilities p(x).

> God says there is some HMM (7, t, 0) with m states such that

L
p(l‘l....’L‘L)Z Z .Z'1|h1 H htlht 1 -Tt|ht)
=2

hl...hLE[m]L

» Goal. Learn p: [n]* — [0, 1] satisfying

p(x) = p(x) Ve € [n]*
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Two Approaches to Spectral Learning of HMMs

> Special case of learning weighted finite automata (Balle et al., 2014;
Hsu et al., 2008)

> Dimensionality reduction followed by the method of moments
(Foster et al., 2012)
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Overview

» Spectral Learning of WFAs
» Dimensionality Reduction + Method of Moments
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Weighted Finite Automaton (WFA)

» Hypothesis class of WFAs

M= {(aO» {Aa}oe[n]* 7aoo) 100,000 € RvaU € Rmxm’nl € N}

> A€ H induces f4 : [n]* — R by
T px T
—al AT ... A%
fa(z) =aqq . ~ , Qoo
> Given access to input-output pairs of f : [n]* — R, find a minimal
WFA computing f
Ay € argmin ma

ACH: f=fa
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Hankel Matrix

» Theorem (Carlyle and Paz, 1971). Define Hy € R** by
[Hyly= = f(yz) vy, z € [n]"
(called Hankel matrix associated with f). Then

rank (Hy) = Ae?g}i}l:fA ma

> Thus if B € H satisfies f = fp and mp = rank (Hy), then Bis a
minimal WFA computing f.

> A sufficient Hankel sub-block is H; € RIPI*IS| indexed by some
finite P, S C [n]* such that e € PN S and

rank (I;'f> =rank (Hy)
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Derivation of a Spectral Algorithm

» Consider any f4 : [n]* — R where my = m.
> Since [ﬁf]yz = ag AYA?a.,, a sufficient Hankel sub-block admits a

natural rank-m decomposition

I8 B

o= LS [Ply, = ag AY, [S]. . == A%ace
~~ ~~ ~~
|PIx|S| |P|xm mx|S|

> If we define [Ef}’}yz = f(yxz) for x € [n], similarly we have

H; = P A" S
~—~ ~—~

|73|><v\3| |P|xm mxXmmx|S|

» Thus if God gives us P and S, we can recover A by

A" = PYH}S* ag = [Pl... oo = [5]..c

I B
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Derivation of a Spectral Algorithm (Cont.)

> Consider any rank-m decomposition

H = U W
~—
|PIx|S]| |P|xm mx|S|

> Claim. B € H defined by

B* =UtHjW+ by = [U].. boo = [W]..c
is a minimal WFA computing f4.
> Proof. Follows from the fact that
B® = GA*G! by =ag G ! boo = Gas
where G := UT P with inverse G~1 = SW+.
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Application to HMM Learning

> Organizie HMM parameters as vector/matrices (assumed to be

full-rank):
T e [0,1]™ [7]n = 7(h)
T € [0,1]"™ [T]:n = t(:|h)
O € [0, 1] [O]:n = o(-|h)

» Matrix form of the forward algorithm

p(xy...xp) =n" diag(O"6,,)T---diag(0O"6,,)T1

A1 A*L

» Sufficient Hankel sub-block P, 5 € [0, 1]+ 1> ("+1) given by
[Pr2]y= == p(yz) vy, z € [n] U {e}
(Exercise: to show this, express P o in terms of 7, T, 0.)

Karl Stratos TTIC 41000: Spectral Techniques for Machine Learning October 8, 2018 9/21



Algorithm

1. Estimate }31,2,?1,173 € [0,1](»+Dx(+1) from HMM samples:
[Pralys = p(yz)  [Pragly: ~plyez)  Vy,2 € [n] U{e}
2. Rank-m SVD

Pio~ U S V'
) ~— O~
(n+1)x x(n+1

mmXmm

3. Let W = 5V and compute
B*=UTP ,sWt by = [U]e. boo = [W]..c
4. Given any 1 ...z € [n]*, predict

plxy...zp) = BS—E“ ~~~§“l§oo
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Overview

» Spectral Learning of WFAs
» Dimensionality Reduction + Method of Moments
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Idea

> Let U € R"™ " be any matrix such that UTO is invertible.

» Calculate m-dimensional representation of first three observations
x1,T2,23 € [n] under HMM by

=U"4,,
> Verify that
= E[y1] =U'"On
¥ :=E [y, | = U " Odiag(n)TOTU
i=E [[[z2 = 2]]y1ys | = U' Odiag(n)Tdiag(O"6,)TOTU

Karl Stratos TTIC 41000: Spectral Techniques for Machine Learning October 8, 2018 12/21



|dea (Cont.)

» Thus if we define
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How to Choose U

» What U € R™*™ (such that U O is invertible) should we use?
» Assume |U; ;| < 1.

» Answer: whatever U that makes estimation @ easier

» Challenge in analysis: we need to estimate the matrix inverse
271
by first estimating X and then taking the inverse of that estimate:

ifl
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First Lemma

Given N samples of y1, 1y to estimate ¥ = E [yly;—]

P Hi ZH < In % >1-6
r 2_m N >
———

J
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Proof

Pr(Hi—ZH Ze)gPr(mHi—Z Ze)
2 max
U BN €
<o )
1,7=1
€2
< 2m? exp (2N2>
m
=0
holds if
In 22
_ )
E=m N
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Second Lemma

: 16J2
Assuming N > R RER

Pr(Hi—l _y!

<4J)>21_5

max O'm,(E 2

Key matrix perturbation tools:

ot ames {512 5|
2 2 2

|6i — 03] < HE*EH
2

Vi € [m]
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Proof

Using o,y — 0 < J (w.p. 1—9),

1 1
— <

Om — Om —J

If N > 16

> 4.J so 0y, — J > 32 and

It follows that

2 2

maX{Hi1H27|’El||§}:max{<l> 7(}) }
2 Om Om

(LYo 2

“\on,—J) T o
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Proof (Cont.)

From previous two slides and the first lemma,

Pr<H§—l —z—lH > 4‘]) <5

2
2~ 02,
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Sample Complexity

47 A 4
— <0H<O—
o =0T
4. 6 4.
1— <2 <1-
om(X)20 — 0 — om(X)260
4 0 4J
1— <Z<1-
om(EP2A =0 = om(X)2A
2L+3 ~ 2L+3
1_ 4J <P 1_ 4J
om(X)2A —p~ om(X)2A

l—e<P<i14e
P

holds w.p. at least 1 — § when

m2 ln% )

N =
¢ (((1 + )/ CLH3) —1)20,, (D)4A2

Karl Stratos

TTIC 41000: Spectral Techniques for Machine Learning

October 8, 2018 20/21



So Which U?

» Choose U € R™™™ so that
Om (2) =0 (E[U"64,0,,U]) =0 (U P12U)

T1Yxo

is large!

> In particular, if U is the top m left singular vectors of P; o € R"*",

Om, (Z) = O0Om (P172)
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